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Abstract. We construct finite time blowup solutions to the parabolic-elliptic Keller-Segel
system

∂tu = ∆u−∇ · (u∇Ku), −∆Ku = u in Rd, d = 3, 4,

and derive the final blowup profile

u(r, T ) ∼ cd
| log r|

d−2
d

r2
as r → 0, cd > 0.

To our knowledge this provides a new blowup solution for the Keller-Segel system, rigorously
answering a question by Brenner et al in [9].

1. Introduction.

We are interested in the existence of blowup solutions to the Keller-Segel system{
∂tu = ∆u−∇Ku · ∇u+ u2,
0 = ∆Ku + u,

x ∈ Rd, (1.1)

where u(t) : x ∈ Rd → R subject to initial data u(0) = u0. The system (1.1) appears in many
biological and astrophysical contexts. Here, u(x, t) stands for the density of particles or cells
and Ku is a self-interaction potential. In the two-dimensional case, it is used to model the
so-called chemotaxis phenomena in biology first introduced by Patlak [48] and Keller-Segel
in [41] (see also [42] [43] for a derivation of a general model). In higher dimensional cases,
the system (1.1) appears as a simplified model for self-gravitating matter in stellar dynamics,
see for example [59], [60], [54], [11] and [21]. We refer the paper [38] where the author gives
a nice survey of mathematical derivation of (1.1) and related models. It’s worth mentioning
that the system (1.1) is a special case belonging to a much wider class of nonlocal aggregation
equations including those with degenerate diffusion read as

∂tu = ∆A(u) +∇ · (B(u)∇K ∗ u), (x, t) ∈ Rd × [0,∞), (1.2)

where A(u) and B(u) can be nonlinear functions and K is an arbitrary local integrable func-
tion. In (1.1), we have A(u) = B(u) = u and K is the Newtonian potential. Beside covering
a wide range of application, equation (1.2) posses an interesting mathematical phenomena
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already observed in (1.1): the competition between the diffusion and the nonlocal aggregation
for which we may have global existence or finite time singularity of solutions.

The local Cauchy problem for (1.1) can be solved in L∞(Rd) for the class of radially
symmetric solutions, see for example Karch-Suzuki [40], Souplet-Winkler [55], Winkler [58].
For the study of Cauchy problem for the general model (1.2), we refer the works of Masmoudi-
Bedrossian [4] (see also [6], [5], [2]), Biler-Karch-Pilarczyk [8] and references therein. Due
to the singularity of the Newtonian potential at the origin, the existence of finite blowup
solutions and their mechanism are delicate, and this is precisely our focus in this paper.

Neglecting the drift term in (1.1) gives the classical semilinear heat equation

∂tu = ∆u+ |u|p−1u with p = 2, (1.3)

where the existence of global-in-time or blowup solutions has received lots of attention in the
last five decades, starting from the work of Fujita [25]. We refer the book of Quittner-Souplet
[49] as a nice source of references on this subject. Up to now, a fairly completed picture on
the singularity formation for (1.3) has been established, especially for the existence with a
detailed description of the mechanism near the singularity. A very first result in this direction
based on a numerical rescaling algorithm by Berger-Kohn [7] suggested that a stable (generic)
blowup solution to (1.3) is given by

u(x, t) ∼ 1

T − t
P

(
x√

(T − t) log(T − t)

)
, P (ξ) =

1

1 + |ξ2|/8
. (1.4)

A rigorous construction was later done by Bricmont-Kupiainen [10], Merle-Zaag [45] and a
refined description by Nguyen-Zaag [47]. A completed classification of all Type I blowup
behaviors was established by Fillipas-Kohn [22], Filippas-Liu [23], Velázquez [56], Herrero-
Velázquez [32] where we see unstable blowup profiles. Here, a blowup solution to (1.3) is of
Type I if it satisfies

lim sup
t→T

(T − t)∥u(t)∥L∞ < +∞,

otherwise, the blowup is called Type II. The existence of Type II blowup solutions to (1.3)
was established in some special range of p = p(d), see for example [24], [51], [19], [30], [20],
[17], [18] [37],[12], [13] and references therein.

We wonder whether the presence of the drift term in (1.1) would create a different blowup
mechanism. Indeed, this was the case d = 2 where the system (1.1) is said to be L1-critical
in the sense that the rescaling function

∀λ > 0, uλ(x, t) =
1

λ2
u
(x
λ
,
t

λ2

)
(1.5)

solves the same system and preserves the same L1-norm,

∥u∥L1(R2) = ∥uλ∥L1(R2).

The blowup is completely different from the nonlinear heat equation (1.3) where only Type I
blowup may occur (see [27]). In fact, for the two dimensional Keller-Segel system (1.1), the
blowup rate is quantized in [14, 15] (see also [34], [57], [53] and [50] for earlier results) with

∥u(t)∥L∞(R2) ∼

[
c0(T − t)−1 exp(

√
2| ln(T − t)|),

cℓ(u0)(T − t)−ℓ| ln(T − t)|
ℓ+1
ℓ−1 , ℓ ∈ N, ℓ ≥ 2.

(1.6)
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We also have the existence of blowup solutions in higher dimensional cases d ≥ 3 established
in [16] where the authors rigorously constructed a so-called collapsing-ring blowup solutions
in the spirit of blowup for the nonlinear Schrödinger equation [46] and found the blowup rate

∥u(t)∥L∞(Rd) ∼ (T − t)−
2d
d−1 . (1.7)

This result was formally derived in [35] for d = 3 and reestablished by Brenner et al in [9]
for d ≥ 3 (with a formal analysis too). The authors of [9] also predicted many other blowup
patterns for (1.1) in the higher dimensional cases. There are also self-similar solutions having
the blowup speed ∥u(t)∥L∞ ∼ (T − t)−1 described in [36], [52], [28] and [55].

In this paper we exhibit a new type of blowup solutions to (1.1) that haven’t been ob-
served in the literature to our knowledge (the possible occurrence of this solution was briefly
mentioned in Section 4.3 of [9]). Consider the space dimension

d = 3, 4,

and restrict to the case of radially symmetric solutions. Then, for any smooth radial function
u ∈ L∞(Rd), the potential term is defined as

∂rKu(r) = − 1

rd−1

∫ r

0
u(ζ)ζd−1dζ, r = |x|, (1.8)

and the system (1.1) is written as a nonlocal semilinear heat equation,

∂tu = ∆du+
( 1

rd−1

∫ r

0
u(ζ)ζd−1dζ

)
∂ru+ u2, (1.9)

where u(t) : R+ → R and ∆d is the Laplacian acting on radial functions in Rd, i.e.

∆d = ∂2r +
d− 1

r
∂r.

Our main result is the following.

Theorem 1.1 (Existence of finite-time blowup solutions to (1.1)). Consider d = 3, 4 and let
ℓ = d

d−2 and α = d−2
2d . There exists radially symmetric initial data u0 ∈ L∞(R+) such that

the corresponding solution to System (1.1) blows up in finite-time T < ∞ only at the origin
and admits the following asymptotic dynamics.

(i) (Inner expansion)

u
(
y
√
T − t, t

)
=

1

T − t

[
1− 1

Bℓ

ϕ2ℓ(y)

| log(T − t)|
+ o
( 1

| log(T − t)|
)]

as t→ T, (1.10)

where the convergence holds on any compact sets {y ≤ C}, the function ϕ2ℓ(y) is the
polynomial of degree 2ℓ satisfying ∆ϕ2ℓ − 1

2ℓy∂yϕ2ℓ + ϕ2ℓ = 0,

B3 = 39360 for (d, ℓ) = (3, 3) and B2 = 576 for (d, ℓ) = (4, 2). (1.11)

(ii) (Intermediate profile) Let Q be a positive function defined by

∀ξ ∈ R+,
1− dQ

Qℓ
= cℓξ

2ℓ with cℓ =
dℓ+1

Bℓ(d+ 2ℓ)ℓℓ
> 0. (1.12)

Let F (ξ) = dQ(ξ) + ξQ′(ξ), we have

sup
|y|∈Rd

∣∣∣∣∣(T − t)u
(
y
√
T − t, t

)
− F

( y

| log(T − t)|
1
2ℓ

)∣∣∣∣∣→ 0 as t→ T. (1.13)
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(iii) (Final profile) There exists u∗ ∈ C(R+ \ {0},R) such that u(r, t) → u∗(r) as t → T
uniformly on compact subsets of R+ \ {0}, where

u∗(r) ∼ (d− 2)

(
2

cℓ

) 1
ℓ | log r|

1
ℓ

r2
as r → 0. (1.14)

Remark 1.2 (New blowup profile). One of the significant contribution of this work is the
construction of a new blowup profile (1.12) with a log correction to the blowup variable

ξ =
r

√
T − t | log(T − t)|

1
2ℓ

with ℓ ≥ 2. (1.15)

Let us mention that Brenner et al [9] wondered whether blowup solutions exist with this
particular scaling for any dimension d ≥ 3, not necessarily with the same power we get here
for the log correction (see Section 4.3 in that paper). In particular, they did not provide the
exact power of the log correction (i.e. 1

2ℓ), as we found here for d = 3 or d = 4.
The appearance of the new blowup scale given in (1.15) shows a strong influence of the

drift-term to the blowup dynamic of (1.1). Recall from (1.4) that the stable blowup scale for
(1.3) is given with ℓ = 1 and the intermediate profile is explicitly given. As a consequence,
the existing analysis developed for (1.3) can not be straightforward implemented to (1.1),
although the general framework for the construction remains the same once the blowup is
concerned.

It’s worth remarking that the final blowup profile derived in [55] for the class of radially
symmetric decreasing solutions satisfies

c1r
−2 ≤ u(r, T ) ≤ c2r

−2 and u(x, T ) ≤ C(T − t+ r2)−1.

Recall that our constructed solution is radially symmetric, but not a decreasing function.
Indeed, the inner expansion (1.13) involves a Hermite type polynomial of degree 2ℓ which
changes signs on the set y ∈ (0, y0) for y0 ≫ 1. Hence, our intermediate and final blowup
profiles (1.13) and (1.14) are excluded from what described in [55] and in agreement with the
description of [28] asserting that all Type I blowup solutions are asymptotically backward
self-similar.

Remark 1.3 (Co-dimensional stability). The initial data we consider in the construction
depends on ℓ parameters (di)0≤i≤ℓ−1 (see (3.46) for a proper definition) to control growing
eigenmodes of the linearized operator. One parameter can be eliminated by the translation
in time invariance of the problem, so it remain (ℓ − 1) eigenmodes to be handled. Roughly
speaking, our constructed solution is (ℓ − 1) co-dimension stable in the sense that if we fix
those (ℓ− 1) unstable directions and perturb only the remaining components of the solution
(see Definition (3.1) for a definition of solution decomposition and a bootstrap regime to
control them), the solution still admits the same behavior as described in Theorem 1.1. We
also remark the connection of our constructed solution to the backward self-similar solutions
to (1.9) which is of the form

u(r, t) =
1

T − t
Φ(y), y =

r√
T − t

,

where Φ solves

0 = ∆dΦ+
( 1

yd−1

∫ y

0
Φ(ζ)ζd−1dζ

)
∂yΦ+ Φ2 − 1

2
y∂yΦ− Φ.
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There are four explicit solutions

Φ1 ≡ 0, Φ2 ≡ 1, Φ3 =
2(d− 2)

y2
, Φ4 =

1

yd−1
∂y

[4(d− 2)(2d+ y2)yd

(2(d− 2) + y2)2

]
.

The blowup profile introduced in Theorem 1.1 is asymptotically like the constant solution Φ2

in compact sets. In a recent work [29], Glogic and Schörkhuber showed the stability of the
solution with Φ4 profile in three dimensions in H3(R3).

Remark 1.4 (Extensions and related problems). From our analysis, we suspect that the
blowup scale with a log correction (1.15) can only occur in dimensions d = 3 and d = 4. In
fact, the appearance of such a log correction is strongly related from our point of view to the
presence of a zero eigenvalue for the linearized operator defined below in (2.5), which occurs
only for d = 3, 4 (see Remark 2.1). Other blowup scales without a log correction are suspected
to exist similarly as in the nonlinear heat equation (1.3) where a negative eigenmode of the
linearized operator is assumed to be dominant in the inner expansion (1.10).

The suppression of blowup in (1.1) by modifying the nonlinearity has been an interesting
direction recently, see for an example [44], [3], [31], [39]. We remark that our construction
actually works for the nonlinear perturbation problem where we consider the nonlinearity u2

added a perturbation f(u), namely the problem

∂tu = ∆u−∇Ku · ∇u+ u2 + f(u),

where f satisfies the growth condition

|f(u)| ≤ C(1 + |u|q) for 0 ≤ q < 2, or f(u) = ϵu2 for 1 + ϵ > 0.

The first assumption turns to be exponentially small in the self-similarity setting (2.1) and
the contribution from this small nonlinear term is neglectable. The later assumption ensures
that there associated ODE u′ = (1+ ϵ)u2 still blows up in finite time, hence the intermediate
blowup profile (1.14) and the final profile (1.14) are modified with the factor 1

1+ϵ . We suspect
the case ϵ ≤ −1 would prevent blowup to happen, or if blowup does occur, its dynamic would
be completely different from what established in this paper.

The analysis presented in this work is expectedly applicable to the general equation (1.2)
with A(u) = u and B(u) = up−1 for p > 1 or A(u) = um for m > 0 and B(u) = u up to some
technicalities. The later case is an interesting model (porous medium type equation) used to
describe gravitational collapse phenomena (see [11]).

Strategy of the construction: We briefly describe the idea of the proof of Theorem 1.1.
- Change of variables: We consider the change of variables

u(r, t) =
1

T − t
w(y, s), y =

r√
T − t

, s = − log(T − t),

and introduce the partial mass setting

v(y, s) =
1

yd

∫ y

0
w(ζ, s)ζd−1dζ, w =

1

yd−1
∂y(y

dv).

where v solves the semilinear heat equation

∂sv = ∆d+2v −
1

2
y∂yv + dv2 + yv∂yv. (1.16)

We note that such a transformation is just to simplify the analysis, and emphasize that the
strategy and main idea remain the same once we work with the equation satisfied by w.
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- Linearization: Through a formal computation of the blowup profile Q given in Section 2,
we introduce the linearization

v(y, s) = Q(ξ) + ε(y, s), ξ =
y

s
1
2ℓ

,

where ε solves the linearized problem

∂sε = H ε+NL(ε) + E, (1.17)

where NL is a quadratic nonlinear term, E is a generated error and H is the linearized
operator

H = ∆d+2 −
(1
2
−Q(ξ)

)
y∂y +

(
2dQ− 1 + ξ∂ξQ(ξ)

)
.

We observe that H behaves differently depending on the behavior of the profile Q(ξ):

- For y ≫ s
1
2ℓ (ξ ≫ 1) , we have by the decaying property |Q(ξ)| + |ξ∂ξQ(ξ)| = O(ξ−2), the

linear operator H behaves like ∆d+2 − 1
2y∂y − Id, which has fully negative spectrum.

- For y ≪ s
1
2ℓ (ξ ≪ 1), we have by the asymptotic behavior

∣∣Q(ξ)− 1
d

∣∣ + |ξ∂ξQ(ξ)| = O(ξ2),

the linear operator H behaves like ∆d+2 − 1
2ℓy∂y + Id, which has ℓ positive eigenvalues, a

zero eigenvalue and infinity many negative ones.

- For y ∼ s
1
2ℓ (ξ ∼ 1), this is the transition region (intermediate zone) that we don’t have any

asymptotic simplification of H . This is one of the major difficulties of the paper. Indeed, it
makes one of the main differences with respect to the analysis for the nonlinear heat equation
(1.3) that results in a different approach presented in this paper.

- Decomposition: Based on the behavior of the linearized operator H , we split the control
of ε into three regions: for a fixed large constant K ≫ 1,

- The outer region y ≥ Ks
1
2ℓ (ξ ≥ K): Since H behaves like the one with fully negative

spectrum, the estimate of ε in this region is straightforward by using the semigroup associated
to the linear operator ∆d+2 − 1

2y∂y (see Section 4.6),

j = 0, 1, ∥(y∂y)jε(y, s)1{ξ≥K}∥L∞ ≲ ∥(y∂y)jE(s)∥L∞ + ∥(y∂y)jε(y, s)1{ξ∼K}∥L∞ ,

where ∥(y∂y)jE(s)∥L∞ ≲ s−
1
ℓ is the typical size of the generated error. We need the infor-

mation from the intermediate region for the boundary term located on ξ ∼ K to completely
close the estimate in the outer region.

- The intermediate region K ≤ y ≤ 2Ks
1
2ℓ , we control the solution in the weighted L2 norm,

∥ε(s)∥2♭ =
∫ ∞

K

|ε(y, s)|2

y4ℓ+2

dy

y
.

(we can replace the weight y4ℓ+2 by y2k for any k ≥ 2ℓ + 1 with an improved refinement of
the generated error). Thanks to the monotone property of the profile Q and the dissipative
structure of the parabolic equation, we are able to arrive at the monotonicity formula (see
Lemma 4.6)

j = 0, 1, 2,
d

ds
∥(y∂y)jε∥2♭ ≤ −δ0∥(y∂y)jε∥2♭ + ∥(y∂y)jE∥2♭ + ∥(y∂y)jε1y∼K∥2♭ , (1.18)

where ∥(y∂y)jE∥2♭ ≲ s−2− 3
ℓ is the size of the error term. By Sobolev inequality, we obtain a

pointwise estimate |ε(y, s)| ≲ s−1− 3
2ℓ (|y|2ℓ+1+1) that provides the necessary information of ε

at the boundary y ∼ s
1
2ℓ to complete the estimate in the outer region. It’s worth mentioning

that in the case of the nonlinear heat equation (1.3), this kind of pointwise estimate can
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be directly achieved by using a semigroup approach. However, we are not able to follow
that approach for the Keller-Segel equation (1.1) due to the lack of knowledge on semigroup
theory associated to H . Here, we still need the information of ε at the boundary y ∼ K to
completely close the estimate of ∥(y∂y)jε∥♭ after a forward integration in time.
- The inner region y ≤ 2K, the linearized operator H is regarded as a perturbation of

H 1
2ℓ
+ Id with H 1

2ℓ
:= ∆d+2 −

1

2ℓ
y∂y.

The operator H 1
2ℓ

is self-adjoint in L2
ρ with the exponential weight ρ = exp(−y2

4ℓ )y
d+1. Since

H 1
2ℓ

posses ℓ positive eigenmodes and a zero one, we further decompose

ε(y, s) = ε♮(y, s)+ ε̃(y, s), ε♮(y, s) =

2ℓ−1∑
k=0

εk(s)φ2k(y), ⟨ε̃, φ2k⟩L2
ρ
= 0 for k = 0, · · · , 2ℓ− 1,

where φ2k is the eigenfunction of H 1
2ℓ

corresponding to the eigenvalue −k
ℓ and ε̃ solves the

equation

∂sε̃ = H 1
2ℓ
ε̃+ ε̃+

2ℓ−1∑
k=0

[
− ε′k +

(
1− k

ℓ

)
εk
]
φ2k(y) +R+ Ṽ(ε̃) +NL(ε̃),

where Ṽ and NL are small linear and nonlinear terms. Using the spectral gap ⟨H 1
2ℓ
ε̃, ε̃⟩L2

ρ
≤

−2∥ε̃∥2L2
ρ
and a standard energy estimate, we end up with (see Lemma 4.5)

d

ds
∥ε̃∥2L2

ρ
≤ −δ∥ε̃∥2L2

ρ
+ ∥R∥2L2

ρ
, with ∥R∥L2

ρ
≲ s−3.

As for the finite dimensional part, we simply obtain by a projection onto the eigenmode φ2k,∣∣− ε′k +
(
1− k

ℓ

)
εk
∣∣ ≲ ∥ε̃∥L2

ρ
+ s−2,

∣∣ε′ℓ + 2

s
εℓ
∣∣ ≲ ∥ε̃∥L2

ρ
+ s−3.

The equation of εℓ is delicate as it’s related to the projection onto the null mode where the
contribution from the small potential term must be taken into account to produce the factor
2
s as well as an algebraic cancellation in the projection of the error term onto the null mode

to reach O(s−3). Those calculations get used of the precise value Bℓ given in (1.11) (see
Lemma 4.4). A forward integration in time yields the estimates

∥ε̃∥L2
ρ
≲ s−3, |εk(s)| ≲ s−2 for ℓ+ 1 ≤ 2ℓ− 1, |εℓ(s)| ≲

log s

s2
.

The remaining growing modes
(
εk(s)

)
0≤k≤ℓ−1

are then controlled by a topological argument

where we need to construct initial data for which these components converges to zeros as
s → ∞. The L2

ρ estimate provides information on compact sets of y, where we can get
estimate of ε(y, s) for y ∼ K to close the estimate for the intermediate region. This de-
composition is detailed in the definition of bootstrap regime (3.1) in which we successfully
construct solutions admitting the behavior as described in Theorem 1.1.

We organize the rest of the paper as follows: In Section 2 we perform a formal spectral
analysis to obtain the blowup profile. We formulate the linearized problem in Section 3 and
define a bootstrap regime to control the remainder. In Section 4 we control the remainder in
the bootstrap regime and prove that the solution of the linearized problem is trapped in this
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regime for all time from which we conclude the proof of the main theorem.

Acknowlegments: V.T. Nguyen is supported by the National Science and Technology Coun-
cil of Taiwan (ref. 111-2115-M-002-012 and ref. 112-2628-M-002-006). A part of this work
was done when V.T. Nguyen visited the Université Paris Dauphine and he wants to thank
the institution for their hospitality and support during his visit. H. Zaag is supported by the
ERC Advanced Grant LFAG/266 “Singularities for waves and fluids”.

2. Formal derivation of the blowup profile

In this section we formally derive the blowup profile through a spectral approach that will
be rigorously implemented in the next section. As you will see, the profile with a logarithmic
correction to the blowup scale only appears in the case of dimension d = 3 or d = 4 for which
the linearized operator poses zero eigenvalues. We work with the self-similar variables

u(r, t) =
1

(T − t)
w(y, s), Ku(x, t) = Kw(y, s), y =

r√
T − t

, s = − log(T − t), (2.1)

where w solves the equation for (y, s) ∈ R+ × [− log T,+∞),

∂sw = ∆dw −
(
∂yKw +

1

2
y

)
∂yw − w + w2, (2.2)

with ∆d being the Laplacian in Rd acting on radial functions, i.e.

∆d = ∂2y +
d− 1

y
∂y,

and the potential term is defined by

∂yKw(y, s) = − 1

yd−1

∫ y

0
w(ζ, s)ζd−1dζ. (2.3)

A linearization of w around the nonzero constant solution

w̄ = 1, −∂yKw̄ =
y

d
,

leads to the linearized equation for q = w − w̄, Kq = Kw −Kw̄:

∂sq = Lαq − ∂yKq∂yq + q2, (y, s) ∈ R+ × [− log T,+∞), (2.4)

where

Lα = ∆d − α y∂y + 1 with α =
d− 2

2d
. (2.5)

Spectral properties of Lα: The linear operator Lα is formally a self-adjoint operator in
L2
ω(R+) with the weight function

ω(y) = cdy
d−1e−

α|y|2
2 ,

∫ ∞

0
ω(y)dy = 1, (2.6)

where cd = 2
d
2
−1α− d

2Γ
(
d
2

)
to normalize ∥ω∥L1 = 1, Γ is the Gamma function. The spectrum

of Lα is discrete

spec(Lα) = {λ2n = 1− 2nα, n ∈ N}, (2.7)

and the corresponding eigenfunction ϕ2n is a polynomial of degree 2n that satisfies

∆dϕ2n − αy∂yϕ2n = −2nαϕ2n. (2.8)
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In particular, we have the close form of ϕ2n given by

ϕ2n(y) = Hn(z) =

n∑
k=0

An,kz
k with z = 2αy2, (2.9)

where Hn is the regular solution to the Kummer-type ODE

4zH ′′
n +

(
2d− z

)
H ′

n + nHn = 0. (2.10)

and An,k’s satisfy the recurrence relation

An,n = 1, An,k−1 = −2k(2k + d− 2)

n− k + 1
An,k for k = 1, ..., n. (2.11)

We note the orthogonality identity∫ ∞

0
ϕ2n(y)ϕ2m(y)ω(y)dy = (2α)−

d−2
2

∫ ∞

0
Hn(z)Hm(z)z

d−1
2 e−

z
4 dz = anδn,m, (2.12)

where δn,m = 0 if n ̸= m and δn,m = 1 if n = m.

Remark 2.1 (The zero mode). Consider ℓ ∈ N such that λ2ℓ = 1 − 2αℓ = 0, which gives
ℓ = 1

2α = d
d−2 ∈ (1, 3]. We see that there are only two cases for which ℓ is an integer number:

ℓ = 3 for d = 3 and ℓ = 2 for d = 4.

Remark 2.2 (The first few eigenfucntions). We list here the first few eigenfunctions (gener-
ated by Matlab symbolic) served for our computation later:
- for d = 3,

H0(z) = 1, H1(z) = z − 6, H2(z) = z2 − 20z + 60,

H3(z) = z3 − 42z2 + 420z − 840,

H4(z) = z4 − 72z3 + 1512z2 − 10080z + 15120,

H5(z) = z5 − 110z4 + 3960z3 − 55440z2 + 277200z − 332640,

H6(z) = z6 − 156z5 + 8580z4 − 205920z3 + 2162160z2 − 8648640z + 8648640,

- for d = 4,

H0(z) = 1, H1(z) = z − 8, H2(z) = z2 − 24z + 96,

H3(z) = z3 − 48z2 + 576z − 1536,

H4(z) = z4 − 80z3 + 1920z2 − 15360z + 30720.

We can expand an arbitrary polynomial Pn(z) in terms of
∑n

k=0Hk(z) through the inverse
1
z
z2

...
zn

 = D−1
n


H0

H1

H2
...
Hn

 with Dn =


1
A1,0 1
A2,0 A2,1 1
...

...
. . .

An,0 An,1 An,2 · · · 1

 , (2.13)

where Ai,j is given by (2.11). A direct check yields

D−1
n = {|Ai,j |}1≤i,j≤n, zn =

n∑
k=0

|An,k|Hk(z), (2.14)
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from which and the orthogonality (2.12) imply∫ ∞

0
y2nϕ2m(y)ω(y)dy = 0 for m ≥ n+ 1. (2.15)

Appearance of Type I log-profile: Consider

(d, ℓ) = (3, 3) and (d, ℓ) = (4, 2).

We decompose q(y, s) according to the eigenspace of Lα, namely that

q(y, s) =
∑
k∈N

ak(s)ϕ2k(y) ≡
∑
k∈N

ak(s)Hk(z), z = 2αy2.

Since
∑

k≥ℓ+1 ak(s)ϕ2k(y) is the projection of q(y, s) on the negative mode of Lα, we may
ignore it in this formal derivation, meaning that we only consider the ansatz

q(y, s) =
∑
k≤ℓ

ak(s)ϕ2k(y).

By assuming the zero mode is dominant in the sense that

|ak(s)| ≪ |aℓ(s)| for k ≤ ℓ− 1, (2.16)

we plugin this ansatz into (2.4) and project it onto the eigenmode ϕ2j for j = 0, ..., ℓ:

a′j = (1− 2jα)aj + ∥ϕ2j∥−2
L2
ω
⟨NL, ϕ2j⟩L2

ω
,

where

NL = −
(∑

k≤ℓ

ak∂yϕ2k

)(∑
k≤ℓ

ak∂yKϕ2k

)
+
(∑

k≤ℓ

akϕ2k

)2
.

From (2.16) and the fact the
∫∞
0 Pn(y)ω(y)dy = O(1), we see that

∥ϕ2j∥−2
L2
ω
⟨NL, ϕ2j⟩L2

ω
= O

(
a2ℓ
)

and ∥ϕ2ℓ∥−2
L2
ω
⟨NL, ϕ2ℓ⟩L2

ω
= a2ℓBℓ + o

(
a2ℓ
)
,

where

Bℓ = ∥ϕ2ℓ∥−2
L2
ω

〈
−∂yϕ2ℓ∂yKϕ2ℓ

+ ϕ22ℓ, ϕ2ℓ
〉
L2
ω
.

To compute Bℓ, we simply expand

−∂yϕ2ℓ∂yKϕ2ℓ
+ ϕ22ℓ =

2ℓ∑
k=0

Bkϕ2k(r) ≡
2ℓ∑
k=0

BkHk(z), (2.17)

from which we directly obtain the constant Bℓ by the orthogonality (2.12).

Compute the constant Bℓ in (2.17): From the definition ϕ2ℓ(y) = Hℓ(z) with z = 2αr2,
we have

8αz
d
2 ∂zKHℓ

= −
∫ z

0
Hℓ(ξ)ξ

d−2
2 dξ.

We then write

−∂yϕ2ℓ∂yKϕ2ℓ
+ ϕ22ℓ =

1

yd−1
∂y
(
yd−1ϕ2ℓ∂yKϕ2ℓ

)
=

1

z
d−2
2

∂z

(
Hℓ

∫ z

0
Hℓ(ξ)ξ

d−2
2 dξ

)
.
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For the case (d = 3, ℓ = 3), we have

−∂yϕ2ℓ∂yKϕ2ℓ
+ ϕ22ℓ =

1√
z
∂z

(
H3

∫ z

0
H3(ξ)

√
ξdξ

)
=

5

3
z6 − 416

3
z5 +

12628

3
z4 − 57792z3 + 364560z2 − 940800z + 705600

=

6∑
k=0

BkH6(z), (2.18)

where the second line is computed by Matlab symbolic, and we have from (2.14) the value of
B3 is given by

B3 =
5

3
|A6,3| −

416

3
|A5,3|+

12628

3
|A4,3| − 57792 = 39360. (2.19)

Thus, the ODE satisfied by a3 is

a′3 ∼ B3a
2
3, hence, a3(s) ∼ − 1

B3s
. (2.20)

For the case (d = 4, ℓ = 2), we similarly compute

−∂yϕ2ℓ∂yKϕ2ℓ
+ ϕ22ℓ =

1

z
∂z

(
H2

∫ z

0
H2(ξ)ξdξ

)
=

3

2
z4 − 70z3 + 1056z2 − 5760z + 9216

=
3

2
H4 +B3H3 +B2H2 + · · · , (2.21)

where we use (2.14) to compute the value of B2 which is given by

B2 =
3

2
|A4,2| − 70|A3,2|+ 1056 = 576. (2.22)

Hence,

a′2 ∼ 576a22 hence, a2(s) ∼ − 1

576s
. (2.23)

In summary, we have found the asymptotic expansion in L2
ω as follows:

w(y, s) = 1− 1

Bℓs
ϕ2ℓ(y) + · · · = 1− 1

Bℓ

(2αy2)ℓ

s
+ · · · , (2.24)

where Bℓ is given in (2.19) and (2.22) for the case (d = 3, ℓ = 3) and d = 2, ℓ = 2 respectively.

Matching asymptotic expansions and the profile: The inner expansion (2.24) suggests
to look for a profile of the form

w(y, s) ∼ F (ξ) with ξ =
y

s
1
2ℓ

=
|x|

√
T − t| log(T − t)|

1
2ℓ

. (2.25)

Plugging this form to (2.2), we obtain at the leading order the nonlocal ODE satisfied by F :

1

ξd−1
∂ξ

(
F

∫ ξ

0
F (ζ)ζd−1dζ

)
− 1

2
ξF ′ − F = 0, (2.26)

subjected to the initial condition
F (0) = 1.
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One looks for solution of the form

F (ξ) =
1

ξd−1
∂ξ(ξ

dQ),

and convert (2.26) to the ODE

dQ
(
Q− 1/d

)
+
(
Q− 1/2

)
ξQ′ = 0, Q(0) =

1

d
. (2.27)

The two trivial solutions are Q = 0 and Q = 1
d < 1/2 for d ≥ 3.

We observe from (2.27) that Q(ξ) is a positive decreasing function on (0,∞), namely that

Q(ξ) > 0, Q′(ξ) < 0 for ξ ∈ (0,∞). (2.28)

As for the positivity, we assume there exists a first point ξ∗ ∈ (0,∞) such that Q(ξ∗) = 0
and Q(ξ) > 0 for ξ ∈ (0, ξ∗), then Q′(ξ∗) < 0. From (2.27), we have −1

2Q
′(ξ∗) = 0, which

is a contradiction. As for the decreasing, we assume there exist a first point ξ̃ such that
Q′(ξ̃ = 0) and Q′(ξ) < 0 for all ξ ∈ (0, ξ̃), then equation (2.27) gives either Q(ξ̃) = 0 or

Q(ξ̃) = 1
d . The first case is not possible because of the strict positivity of Q , the second case

gives Q(0) = Q(ξ̃) = 1
d for all ξ ∈ (0, ξ̃) consequently Q′(ξ) = 0 for all ξ ∈ (0, ξ̃), which is a

contradiction.
We conclude that Q is decreasing and connects Q(0) = 1/d to Q(∞) = 0. By solving

ξ = ξ(Q), we obtain the autonomous ODE

∂ξ

∂Q
+

Q− 1/2

dQ(Q− 1/d)
ξ = 0 with ξ(0) =

1

d

whose solution is implicitly given by

cℓξ
2ℓ =

1− dQ

Qℓ
, cℓ ∈ R+. (2.29)

From the initial condition Q(0) = 1/d, we look for an expansion near ξ = 0,

Q(ξ) =
1

d
− cℓ
dℓ+1

ξ2ℓ +
ℓc2ℓ
d2ℓ+1

ξ4ℓ +O(ξ6ℓ) for ξ → 0. (2.30)

As for ξ large, the decay condition Q(ξ) → 0 as ξ → ∞, then from (2.29) we see that

Q(ξ) ∼ c
− 1

ℓ
ℓ ξ−2 +O(ξ−4) for ξ → ∞. (2.31)

From the relation F (ξ) = dQ+ ξQ′, we end up with

F (ξ) = 1− cℓ(d+ 2ℓ)

dℓ+1
ξ2ℓ +

c2ℓℓ(d+ 4ℓ)

d2ℓ+1
ξ4ℓ +O(ξ6ℓ) as ξ → 0.

Matching this expansion with (2.24) yields the value of cℓ:

cℓ(d+ 2ℓ)

dℓ+1
=

(2α)ℓ

Bℓ
, hence, cℓ =

(2α)ℓdℓ+1

Bℓ(d+ 2ℓ)
. (2.32)

The correct value of cℓ is crucial in many algebra cancellation in the rigorous analysis later
(for example, improved estimates of the projection onto the null mode in Lemmas 4.2 and
(4.4)).
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3. Linearized problem and bootstrap regime

In this section, the constants ℓ and α are fixed as

ℓ = 3 for d = 3 and ℓ = 2 for d = 4, α =
d− 2

2d
=

1

2ℓ
.

We formulate the problem to show that there exist initial data so that the problem (2.2) has
a global in time solution that satisfies

sup
y≥0

∣∣∣w(y, s)− F
(
ys−

1
2ℓ
)∣∣∣→ 0 as s→ ∞, (3.1)

where F (ξ) = 1
ξd−1∂ξ(ξ

dQ(ξ)) = dQ(ξ) + ξ∂ξQ(ξ) and Q(ξ) is defined by (2.29).

3.1. The partial mass setting

Since we are working in the radial setting, it’s convenient to work in the partial mass to
simplify the analysis, namely we introduce

mw(y, s) =

∫ y

0
w(ζ, s)ζd−1dζ, w(y, s) =

∂ymw

yd−1
, ∂yKw = − mw

yd−1
. (3.2)

We write from (2.2) the equation for mw,

∂smw = ∂2ymw − d− 1

y
∂ymw − 1

2
y∂ymw +

d− 2

2
mw +

mw∂ymw

yd−1
. (3.3)

To keep the same scaling invariance of the original solution w(y, s), we further introduce

v(y, s) =
mw(y, s)

yd
, w = dv + y∂yv =

1

yd−1
∂y(y

dv), (3.4)

where we write from (3.3) the equation for v:

∂sv = ∆d+2v −
1

2
y∂yv − v + dv2 + yv∂yv, (3.5)

where ∆d+2 stands for the Laplacian in dimension d+ 2 acting in the radial functions, i.e.

∆d+2 = ∂2y +
d+ 1

y
∂y.

We have found in the previous section through a formal spectral analysis and matching
asymptotic expansions the following approximate blowup profile to (3.5),

Q = Q(ξ), ∀ξ = ys−
1
2ℓ ≥ 0,

that solves (2.27) and is defined by (2.29). We recall that the profile Q is strictly monotone
and positive,

Q(0) =
1

d
, lim

ξ→∞
Q(ξ) = 0, Q(ξ) > 0, Q′(ξ) < 0, ∀ξ > 0. (3.6)

The monotonicity of Q makes the perturbative analysis simpler for the associated linearized
problem from (3.5). In contrary, a linearization from (2.2) around F would make the analysis
more complicated in terms of technicalities due to the lack of monotone property of F . This is
one of the reasons we choose to work with the partial mass setting (3.4). Nevertheless, there
is always equivalent between the analysis with (3.4) and the one with the original variable
w(y, s) upto some technicalities.
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3.2. Linearization

A linearization of (3.5) around the profile Q, namely

v(y, s) = Q(ξ) + ε(y, s), (3.7)

leads to the linearized problem

∂sε = H ε+NL(ε) + E, (3.8)

where H is the second order linear operator

H = ∆d+2 − V1y∂y + V2, (3.9)

with

V1(ξ) =
1

2
−Q(ξ), V2(ξ) = 2dQ− 1 + ξ∂ξQ, (3.10)

and E is the generated error,
E = ∆d+2Q− ∂sQ. (3.11)

and NL is the nonlinear quadratic term

NL(ε) = dε2 + yε∂yε. (3.12)

From the asymptotic behavior of the profile Q(ξ) given in (2.30) and (2.31), we observe

V1(ξ) =
1

2ℓ
+O(ξ2ℓ), V2(ξ) = 1 +O(ξ2ℓ), ξ ≪ 1,

and

V1(ξ) =
1

2
+O(ξ−2), V2(ξ) = −1 +O(ξ−2), ξ ≫ 1,

Thus, the full linearized operator H behaves differently depending on the region:

H ∼ H 1
2ℓ
+ Id, where H 1

2ℓ
= ∆d+2 −

1

2ℓ
y∂y, for y ≪ s−

1
2ℓ , (3.13)

and

H ∼ H 1
2
− Id, where H 1

2
= ∆d+2 −

1

2
y∂y, for y ≫ s−

1
2ℓ . (3.14)

We note that in the outer region y ≫ s−
1
2ℓ , the operator L behaves the same as for the one

considered for the classical semilinear heat equation (1.3). However, the inner region y ≪
s−

1
2ℓ and the intermediate region y ∼ s−

1
2ℓ , the operator behaves differently in comparison

with what is known in the analysis for (1.3). To our knowledge, there is no a complete
spectral theory for the full linear operator H . We thus use a different approach to avoid this
missed piece in the analysis, especially in the intermediate region.

We recall here the spectral properties of H 1
2ℓ
, which play an important role in the analysis

when the inner region is concerned. The linear operator H 1
2ℓ

: H2
ρ (R+) → L2

ρ(R+) is self-

adjoint, where the weight function

ρ(y) = e−
|y|2
4ℓ yd+1.

In particular, we have from (2.8) and (3.4),

H 1
2ℓ
φ2n = −n

ℓ
φ2n, n ∈ N, (3.15)

where the following relation holds

φ2n(y) =
1

yd

∫ y

0
ϕ2n(ζ)ζ

d−1dζ, (3.16)
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with ϕ2n being defined explicitly in (2.9). We use the even index 2n instead of n to infer
that we are in the radial setting and the eigenfunctions are only polynomials of even degrees.
Note that φ2n has the same form as ϕ2n. We also have the orthogonality∫ ∞

0
φ2n(y)φ2m(y)ρ(y)dy = cnδn,m, (3.17)

and the family of the eigenfunctions {φ2n}n∈N forms a complete orthogonal basis in L2
ρ(R+)

in the sense that for any g ∈ L2
ρ(R+) we can decompose it as

g(y) =
∑
n∈N

gnφ2n(y), gn = ⟨g, φ2n⟩ρ =

∫ ∞

0
gφ2nρdy. (3.18)

3.3. Bootstrap regime

Our aim is to construct a global in time solution ε(y, s) to (3.8) that satisfies

∥ε(s)∥L∞(R+) → 0 as s→ ∞. (3.19)

This requirement implies that the dynamics of (3.8) mainly relies on the linear part H
since the nonlinear term is roughly quadratic. The construction is based on the following
observation:
- the outer region y ≫ s

1
2ℓ (ξ ≫ 1): thanks to the decay of Q(ξ), the linear part H ∼

H 1
2
− Id has a fully negative spectrum. Thus, we can control the solution in this region

without difficulties. In particular, let K ≫ 1 be a large fixed constant and define

εex(y, s) = ε(y, s)
(
1− χK (ξ)

)
, (3.20)

where

χK (ξ) = χ0

( ξ
K

)
, (3.21)

and χ0 is the cut-off function

χ0 ∈ C∞(R+, [0, 1]
)
, χ0(ξ) = 1 if ξ ∈ [0, 1] and χ0(ξ) = 0 if ξ ≥ 2.

From (3.8), we write the equation for εex(y, s),

∂sε
ex =

(
H 1

2
− Id

)
εex +

(
1− χK

)[
Qy∂yε+ (2dQ+ ξ∂ξQ)ε+NL(ε) + E

]
+ Ebd(ε), (3.22)

and Ebd is the boundary term due to the cut-off defined by

Ebd(ε) =
(
− ∂sχK +∆d+2χK − 1

2ℓ
y∂yχK

)
ε+ 2∂yχK∂yε. (3.23)

We need here the information of ε at the boundary Ks
1
2ℓ ≤ y ≤ 2Ks

1
2ℓ (K ≤ ξ ≤ 2K) that

we retrieve from the estimate of ε in the intermediate region to close the estimate for εex.

- the intermediate region y ∼ s
1
2ℓ (ξ ∼ 1): As mentioned earlier, there is a lack of

a complete description of spectral property of H , we are not able to use the semigroup
estimate as for the nonlinear heat (1.3) (see for example, [45], [47]). Thanks to the monotone
property of Q and the dissipation, we can achieve the control of ε in this region through a
standard energy estimate from (3.8). To obtain a small enough estimate, we need to refine
the approximate solution by introducing

Ψ(y, s) = Q(ξ) + Ψ̂(y, s), Ψ̂(y, s) = − 1

Bℓs

(
φ2ℓ(y)−

(2αy2)ℓ

2ℓ+ d

)
χ0(ξ), (3.24)
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where Bℓ is the constant defined in (2.22) and (2.19) and 2α = 1
ℓ . Recall from (2.24) and

(3.4), we have an equivalent inner expansion of v(y, s) in L2
ρ:

v(y, s) =
1

d
− 1

Bℓs
φ2ℓ(y) + · · · , (3.25)

and from (2.30) and (2.32),

Q(ξ) =
1

d
− 1

Bℓ(2ℓ+ d)
(2αξ2)ℓ +

ℓd

B2
ℓ (2ℓ+ d)2

(2αξ2)2ℓ +O(ξ6ℓ) as ξ ≪ 1. (3.26)

Hence, we have for y < s
1
2ℓ ,

Ψ(y, s) =
1

d
− φ2ℓ(y)

Bℓs
+

ℓd

B2
ℓ (2ℓ+ d)2

(2αy2)2ℓ

s2
+O

(⟨y⟩6ℓ
s3

)
, (3.27)

which agrees with the expansion (3.25).
We then linearize

v(y, s) = Ψ(y, s) + ε̂(y, s), (3.28)

and write from (3.8) and the relation ε = Ψ̂ + ε̂,

∂sε̂ = H ε̂+ V̂ ε̂+NL(ε̂) + Ê, (3.29)

where H , NL are defined in (3.9), (3.12), and V̂ is small linear operator

V̂ ε̂ = −Ψ̂y∂y ε̂+ (2dΨ̂ + y∂yΨ̂)ε̂, (3.30)

and Ê is the generated error

Ê(y, s) = −∂s(Q(ξ) + Ψ̂) + ∆d+2Q(ξ) + H Ψ̂ +NL(Ψ̂). (3.31)

We introduce the following norm: for a fixed large constant K ≫ 1,

∥ε̂(s)∥2♭ =
∫ ∞

0
(1− χK (y))

( |ε̂|2

|y|4ℓ+2

)dy
y
. (3.32)

In fact, we can replace the power 4ℓ+ 2 by any integer number 2k with k ≥ 2ℓ+ 1, so that
after some integration by parts, we get an estimate of the form

d

ds
∥ε̂(s)∥2♭ ≤ −δ(k)∥ε̂(s)∥2♭ + ∥Ê(s)∥2♭ + ”boundary terms y ∼ K”,

where δ(k) is strictly positive for k ≥ 2ℓ+ 1. Due to the cut-off (1− χK (y)), we need infor-
mation of ε̂ for K ≤ y ≤ 2K to estimate the boundary term and to complete the estimate of
∥ε̂(s)∥♭. This information is retrieved from the control in the inner region.

- the inner region y ≪ s
1
2ℓ (ξ ≪ 1): The linearized operator H behaves like H 1

2ℓ
+ Id

that has ℓ − 1 positive eigenvalues, a zero mode and infinite many negative ones. We need
further refinement to achieve the control of ε̂ in this region. More precisely, we decompose

ε̂(y, s) = Ψ(y, s) + ε̂♮(y, s) + ε̃(y, s), (3.33)

where

ε̂♮(y, s) =
2ℓ−1∑
k=0

ε̂k(s)φ2k(y), ε̂k(s) = ⟨ε̂, φ2k⟩ρ. (3.34)
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The introduction of ε̂♮ is to obtain a spectral gap estimate once we perform L2
ρ estimate for

ε̃. In fact, we have the orthogonality condition

⟨ε̃, φ2k⟩ρ = 0 for k = 0, · · · , ℓ, (3.35)

where φ2k is the eigenfunction associated to the linear operator H 1
2ℓ
, from which we have

the estimate

⟨H 1
2ℓ
ε̃, ε̃⟩ρ + ⟨ε̃, ε̃⟩ρ ≤ −⟨ε̃, ε̃⟩ρ. (3.36)

From (3.8), we write the equation for ε̃,

∂sε̃ =
(
H 1

2ℓ
+ Id

)
ε̃+ Ṽ ε̃+NL(ε̃) + Ẽ(y, s), (3.37)

where H is the linearized operator around Q introduced in (3.9), V is a small first order
linear term,

Ṽ = −Ṽ1y∂y + Ṽ2, (3.38)

with

Ṽ1 =
1

d
−Ψ− ε̂♮, Ṽ2 = 2dΨ− 2 + y∂yΨ+ 2dε̂♮ + y∂y ε̂♮, (3.39)

the nonlinear term NL(ε̃) is defined by (3.12) and E is the total error term,

Ẽ(y, s) = −∂s(Ψ + ε̂♮) + ∆d+2Q(ξ) + H (Ψ̂ + ε̂♮) +NL(Ψ̂ + ε̂♮). (3.40)

We now define the bootstrap regime to fully control the solution to (3.8).

Definition 3.1 (Bootstrap regime). Let s > 1 and A > 1, we define SA(s) the set of all
functions ε(s) ∈W 1,∞(R+) such that

|ε̂k(s)| ≤ As−2 for 0 ≤ k ̸= ℓ ≤ 2ℓ− 1, (3.41)

|ε̂ℓ(s)| ≤ A2s−2 log s, (3.42)

∥ε̃(s)∥L2
ρ(R+) ≤ As−3, (3.43)

j = 0, 1, 2, ∥(y∂y)j ε̂(s)∥♭ ≤ A1+js−1− 3
2ℓ , (3.44)

j = 0, 1, ∥(y∂y)jεex(s)∥L∞(R+) ≤ A4+js−
1
ℓ , ∥yεex(s)∥L∞(R+) ≤ A4s−

1
2ℓ , (3.45)

where ε̂, ε̃, εex and ∥ · ∥♭ are introduced in (3.33), (3.20) and (3.32).

Remark 3.2 (Order of estimates). The bootstrap estimates defined in the shrinking set SA

shows the prioprities in order to achieve the control of ε in the whole R+ as follows: we
first obtain L2

ρ-estimate for ε̃ which directly gives L2
loc-estimate, then a standard parabolic

regularity yields L∞(y ≲ K) bound for ε̂ for any K > 0; this L∞
loc-estimate is then used in

the energy estimate of ∥ε̂(s)∥♭ to bound boundary terms (having the support y ∈ [K, 2K])
due to the cut-off χK (y) (see (3.32)). A parabolic regularity type argument yields a similar

estimate for ∥y∂y ε̂(s)∥♭, from which and Sobolev we get L∞-esimates for y ≲ Ks
1

s2ℓ . This

L∞-bound for y ∼ Ks
1

s2ℓ enters the estimate of ∥εex∥L∞ due to the cut-off χK (ξ). We thus
can obtain an L∞ bound for ε in the whole R+. Since the nonlinear is quadratic, we just
need a rough bound of ∥ε∥L∞(R) to handle this nonlinear term in all estimates.
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3.4. Existence of solutions in the bootstrap regime

The strategy is to show that if we start with initial data ε(s0) ∈ SA(s0), then the corre-
sponding solution ε(s) to the equation (3.8) stays in SA(s) for all s ≥ s0. In particular, we
consider the initial data of the form

ε(y, s0) = Ψ̂(y, s0) + ε̂(y, s0), ε̂(y, s0) ≡ ψ̂[d, A, s0](y) =
A

s20

(
ℓ−1∑
i=0

diφ2i

)
χ0(ξ) (3.46)

where Ψ̂ is defined in (3.24), φ2i’s are the eigenfunctions of H 1
2ℓ
, χ0 is the cut-off function

introduced right after (3.21),

s0 ≫ 1, A≫ 1, d = (d0, · · · , dℓ−1) ∈ B1(Rℓ),

are real parameters to be determined for which the corresponding solution ε(s) is trapped
in SA(s) for all s ≥ s0. Precisely, we aim at proving the following proposition which is the
central of our construction leading to the conclusion of Theorem 1.1.

Proposition 3.3 (Existence of solutions in SA). There are s0 ≫ 1, A ≫ 1 and d ∈ B1(Rℓ)
such that the solution ε(s) to (3.8) with the initial data ε(s0) = ψ[d, A, s0] defined in (3.46)
is trapped in SA(s) for all s ≥ s0.

Proof. By the definition of ψ̂[d, A, s0] and the projection of ψ̂[d, A, s0] onto φ2k, we obtain
by a direct computation and the exponential decay of the weight function ρ,

ψ̂k =
Adk
s20

+O(s−2
0 e−κs

1/ℓ
0 ) for k = 1, · · · , ℓ− 1,

and

|ψ̂k| = O(As−2
0 e−κs

1/ℓ
0 ) for k ≥ ℓ,

for some κ > 0, and

|ψ̃(y)| =
∣∣ψ̂(y)− 2ℓ−1∑

k=0

ψ̂kφ2k(y)
∣∣ = ∣∣∣ ℓ−1∑

k=0

ψ̂kφ2k(y)
(
1− χ0(ξ)

)
−

2ℓ−1∑
k=ℓ

ψ̂kφ2k(y)
∣∣∣

≲
A

s20
⟨y⟩2ℓ−21{ξ≥1} +As−2

0 e−κs
1/ℓ
0 ⟨y⟩4ℓ−2, ∀y > 0.

This yields the bounds

∥ψ̃∥L2
ρ
≲ As−2

0 e−κs
1/ℓ
0 ,

2∑
j=0

∥(y∂y)jψ̂∥♭ ≲ As−2
0 e−κs

1/ℓ
0 .

By the definition (3.20), we have by χ0(ξ)
(
1− χK (ξ)

)
= 0 for K ≥ 2, thus, εex(s0) ≡ 0. We

then conclude that for A ≫ 1 and s0 ≫ 1, the initial data ε(y, s0) ∈ SA(s0) with strictly

inequalities, except for the first ℓ components ψ̂k with k = 0, · · · , ℓ− 1.

From the local Cauchy problem of (1.1) in the radial setting in L∞(Rd), for each initial data

ε(s0) = Ψ̃(s0) + ψ̂d,A,s0 ∈ SA(s0), there is a unique solution ε(s) ∈ SA(s) for s ∈ [s0, s∗). If
s∗ = +∞, we are done. If s∗ <∞, we have ε(s∗) ∈ ∂SA(s∗). We claim that ε(s∗) touches the
boundary ∂SA(s∗) only for the first ℓ components ε̂k(s∗) with k = 0, · · · , ℓ− 1. In particular,
we claim the following:
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Proposition 3.4 (Reduction to finite dimensional problem). For A ≫ 1, s0 = s0(A) ≫ 1,
there exists d = (d0, · · · , dℓ−1) ∈ B1(Rℓ) such that if the solution ε(s) to (3.8) with the ini-

tial data ε(y, s0) = Ψ̃(y, s0) + ψ̂[d, A, s0](y) defined as in (3.46) satisfies ε(s) ∈ SA(s) for
s ∈ [s0, s∗] and ε(s∗) ∈ ∂SA(s∗), then it holds

(
ε̂0, · · · , ε̂ℓ−1

)
(s∗) ∈ ∂

([
− A

s2∗
,
A

s2∗

])ℓ
. (3.47)

Moreover, we have
d

ds
ε̂2k(s∗) > 0 for k = 0, · · · , ℓ− 1. (3.48)

Assuming Proposition (3.4), we see from (3.47) that the map

Θ : [−1, 1]ℓ → ∂
(
[−1, 1]ℓ

)
,

(d0, · · · , dℓ−1) 7→
s2∗
A

(
ε̂0, · · · , ε̂ℓ−1

)
(s∗)

is well defined. From the transverse crossing (3.48), we see that (ε̂0, · · · , ε̂ℓ−1)(s) actually
crosses it boundary at s = s∗, hence, (ε̂0, · · · , ε̂ℓ−1)(s) only leaves SA(s) at s = s0. This
is a contradiction since Θ is the identity map on the boundary sphere and it can not be a
continuous retraction of the unit ball. This concludes the proof of Proposition 3.3, assuming
Proposition 3.4.

4. Control the solution in the bootstrap regime

4.1. Properties of the shrinking set

We claim the following.

Lemma 4.1 (Properties of the shrinking set). Let A ≫ 1 and s ≥ s0 ≫ 1 and ε(s) ∈ SA(s)
be a solution to (3.8). We have
i) (Local L∞-estimate) For all M > 0 and j = 0, 1,

∥∂jy ε̃(s)∥L∞(y≤M) ≲ C(M)As−3, ∥∂jy ε̂(s)∥L∞(y≤M) ≲ C(M)A2s−2| log s|. (4.1)

ii) (Pointwise estimate)

∀y > 0, |ε̂(y, s)|+ |y∂y ε̂(y, s)| ≲ A3s−1− 3
2ℓ ⟨y⟩2ℓ+1. (4.2)

iii) (Global L∞-estimate)

∥ε̂(s)∥L∞(R+) + ∥(y∂y)ε̂(s)∥L∞(R+) ≲ A5s−
1
ℓ . (4.3)

Proof. (i) From the L2
ρ bound (3.43) of ε̃, we get

∥ε̃(s)∥L2(y≤2M) ≲ e
M2

2ℓ ∥ε̃(s)∥L2
ρ
≲ C(M)As−3.

A standard parabolic regularity then yields the estimate

∥ε̃(s)∥L∞(y≤M) + ∥∂y ε̃(s)∥L∞(y≤M) ≲ C(M)As−3.

We recall from the decomposition (3.33),

ε̂(y, s) =
2ℓ−1∑
k=0

ε̂k(s)φ2k(y) + ε̃(y, s). (4.4)
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Using the bootstrap bounds (3.41), (3.41) and the L∞ local bound of ε̃ yields the desired
estimates.
(ii) We first claim that if

∫
y≥1(u

2 + |u∂yu|2)y−1dy < +∞, then

∥u∥L∞(y≥1) ≲
∫
y≥1

(u2 + |y∂yu|2)y−1dy. (4.5)

By making a change of variable v(z) = u(Mz), we write

∥u∥2L∞([M,2M ]) = ∥v∥2L∞([1,2]) ≲
∫ 2

1
v2(z)dz +

∫ 2

1
|∂zv(z)|2dz

≲
∫ 2M

M
v2(y)

dy

M
+

∫ 2M

M
M |∂yv(y)|2dy

≲
∫ 2M

M
v2(y)y−1dy +

∫ 2M

M
|y∂yv(y)|2y−1dy.

Taking the supremum with respect to M yields the inequality (4.5). We then apply (4.5)

with u = ε̂
y2ℓ+1 and u =

y∂y ε̂
y2ℓ+1 to obtain from (3.44)

∀y ≥ 1, |ε̂(y, s)|+ |y∂y ε̂(y, s)| ≲ A3s−1− 3
2ℓ ⟨y⟩2ℓ+1,

from which and (4.1), we obtain (4.2).
(iii) The estimate (4.3) follows from (4.2) and the bootstrap bound (3.45).

4.2. Decomposition of the error

We claim the following.

Lemma 4.2 (Estimate of the generated error). We have

(i) (L∞-bound of E and Ê)

∥E(s)∥L∞(R+) + ∥y∂yE(s)∥L∞(R+) + ∥Ê(s)∥L∞(R+) + ∥y∂yÊ(s)∥L∞(R+) ≲ s−
1
ℓ . (4.6)

(ii) (Decomposition of Ê)

Ê(y, s) =
2ℓ−1∑
k=0

Êk(s)φ2k(y) + R̂(y, s), (4.7)

where
2ℓ−1∑

k=0,k ̸=ℓ

|Êk(s)| ≲ s−2, |Êℓ(s)| ≲ s−3, ∥R̂(s)∥L2
ρ
≲ s−3, (4.8)

and

∀y ≲ s
1
2ℓ ,

2∑
j=0

|(⟨y⟩∂y)jR̂(y, s)| ≲ s−3⟨y⟩6ℓ−2. (4.9)

In particular, we have
2∑

j=0

∫ ∞

1

|(y∂y)jÊ(y, s)|2

y4ℓ+2

dy

y
≲ s−2− 3

ℓ . (4.10)

Remark 4.3. The improved estimate for Êℓ reaching the order s−3 comes from a crucial
algebraic cancellation to remove the term of order s−2 thanks to the precise choice of (2.32).
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Proof. (i) From (3.11), we have the estimate for all y ≥ 0,

|E(y, s)| = |E(ξ, s)| =
∣∣− ∂sQ(ξ) + ∆d+2Q(ξ)

∣∣
≲ s−1

∣∣∣ξQ′(ξ)
∣∣∣+ s−

1
ℓ

∣∣∣Q′′(ξ) + ξ−1Q′(ξ)
∣∣∣ ≲ s−

1
ℓ ,

and

|y∂yE(y, s)| = |ξ∂ξE(ξ, s)| = s−1
∣∣∣(ξ∂ξ)2Q(ξ)

∣∣∣+ s−
1
ℓ

∣∣∣ξ∂ξQ′′(ξ) + ξ∂ξ(ξ
−1Q′(ξ))

∣∣∣ ≲ s−
1
ℓ .

As for Ê, we have by the definitions of φ2ℓ and Ψ̂,

j = 0, · · · , 3, |(⟨y⟩∂y)jΨ̂(y, s)| ≲ s−
1
ℓ , |∂s(⟨y⟩∂y)jΨ̂(y, s)| ≲ s−1− 1

ℓ , ∀y ≥ 0.

Then, we have from (3.31), (3.9) and the bound Q+ |ξ∂ξQ| ≲ 1,

|Ê(y, s)| = |E(y, s)− ∂sΨ̂ + H Ψ̂ +NL(Ψ̂)|

≲ |E(y, s)|+ |∂sΨ̂|+ |∆d+2Ψ̂|+ |y∂yΨ̂|+ |Ψ̂|+ |y∂yΨ̂Ψ̂|+ |Ψ̂|2 ≲ s−
1
ℓ ,

and a similar bound for |y∂yÊ|, which concludes the proof of (i).

(ii) From (3.31), (3.9) and (3.13), we rewrite Ê as

Ê(y, s) = −∂sΨ+∆d+1Q(ξ) + H 1
2ℓ
Ψ̂ + Ψ̂

−
(1
d
−Q(ξ)

)
y∂yΨ̂ +

(
2dQ− 2 + ξ∂ξQ

)
Ψ̂ +NL(Ψ̂).

We use the expansions (3.27) and (3.26) of Ψ and Q, the cancellations
(
H 1

2ℓ
+ Id

)
φ2ℓ = 0

and
(
− 1

2ℓy∂y + Id
)
y2ℓ = 0 to write for y ≤ s

1
2ℓ (ξ ≤ 1),

−∂sΨ+∆d+2Q(ξ) + H 1
2ℓ
Ψ̂ + Ψ̂

=
1

s2

[
−φ2ℓ

Bℓ
+

ℓd

B2
ℓ (2ℓ+ d)2

∆d+2(2αy
2)2ℓ
]
+O

(⟨y⟩6ℓ−2

s3

)
.

We notice that

φ̃2ℓ(y) = φ2ℓ(y)−
(2αy2)ℓ

2ℓ+ d
= O(⟨y⟩2ℓ−2), Ψ̂(y, s) = − 1

Bℓs
φ̃2ℓχ0(ξ) = O

(⟨y⟩2ℓ−2

s

)
,

and use again (3.26) to expand (keep track the terms of order O(s−2) only),

−
(1
d
−Q(ξ)

)
y∂yΨ̂ =

1

s2
(2αy2)ℓ

B2
ℓ (2ℓ+ d)

y∂yφ̃2ℓ +O
(⟨y⟩6ℓ−2

s3

)
,

(
2dQ− 2 + ξ∂ξQ

)
Ψ̂ =

1

s2
(2d+ 2ℓ)(2αy2)ℓ

B2
ℓ (2ℓ+ d)

φ̃2ℓ +O
(⟨y⟩6ℓ−2

s3

)
,

NL(Ψ̂) =
1

B2
ℓ s

2

[
dφ̃2

2ℓ +
1

2
y∂yφ̃

2
2ℓ

]
+O

(⟨y⟩6ℓ−2

s3

)
.

A collection of these expansions yields

Ê(y, s) =
1

B2
ℓ s

2
P4ℓ−2(y) + R̂(y, s) with

2∑
j=0

|(⟨y⟩∂y)jR̂(y, s)| = O
(⟨y⟩6ℓ−2

s3

)
, (4.11)
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where

P4ℓ−2(y) = −Bℓφ2ℓ +
ℓd

(2ℓ+ d)2
∆d+2(2αy

2)2ℓ +
(2αy2)ℓ

(2ℓ+ d)
y∂yφ̃2ℓ

+
(2d+ 2ℓ)(2αy2)ℓ

(2ℓ+ d)
φ̃2ℓ + dφ̃2

2ℓ +
1

2
y∂yφ̃

2
2ℓ. (4.12)

A projection of Ê onto φ2k immediately gives

Êk(s) = ⟨Ê, φ2k⟩ρ = O(s−2), k ∈ N.
We claim that the projection of P4ℓ−2 onto φ2ℓ is identically zero, i.e.

⟨P4ℓ−2, φ2ℓ⟩ρ = 0, (4.13)

from which we get the improved bound

Êℓ(s) = ⟨Ê, φ2ℓ⟩ρ = ⟨P4ℓ−2, φ2ℓ⟩ρ + ⟨R̂, φ2ℓ⟩ρ = O(s−3).

This concludes the proofs of (4.7), (4.8) and (4.9). The estimate (4.10) is straightforward
from (4.11) and (4.6). Indeed, we have the estimate for j = 0, 1, 2,∫ ∞

1

|(y∂y)jÊ|2

y4ℓ+2

dy

y
≲
∫ s

1
2ℓ

1

( |(y∂y)jP4ℓ−2|2

s4y4ℓ+2
+

|(y∂y)jR̂|2

y4ℓ+2

)dy
y

+

∫ ∞

s
1
2ℓ

|(y∂y)jÊ|2

y4ℓ+2

dy

y

≲
∫ s

1
2ℓ

1

(y4ℓ−7

s4
+
y6ℓ−7

s6

)
dy + s−

2
ℓ

∫ ∞

s
1
2ℓ

dy

y4ℓ+3
≲ s−2− 3

ℓ .

It remains to prove (4.13) to complete the proof of Lemma 4.2.

Proof of (4.13). We use the exact value (d, ℓ) to simplify the computation which we can
easily implement with Matlab symbolic. Recall from (2.9) and the relation

φ2ℓ(y) =
1

yd

∫ y

0
ϕ2ℓ(ζ)ζ

d−1dζ,

we have for (d, ℓ) = (3, 3):

φ6(y) =
y6

243
− 2

3
y4 + 28y2 − 280, φ̃6(y) = −2

3
y4 + 28y2 − 280,

P10(y) = −B3φ6(y)−
4 y10

243
+

1148 y8

243
− 19264 y6

81
+

17360 y4

3
− 62720 y2 + 235200,

and recall from (2.19) that B3 = 39360 to get

1

∥φ6∥2ρ
⟨P10, φ6⟩ρ = −B3 + 39360 = 0.

Similarly, we have for (d, ℓ) = (4, 2):

φ4(y) =
y4

32
− 2y2 + 24, φ̃4(y) = −2y2 + 24,

P6(y) = −B2φ4(y)−
y6

8
+ 33y4 − 480y2 + 2304,

and recall from (2.22) that B2 = 576 to get

1

∥φ4∥2ρ
⟨P6, φ4⟩ρ = −B2 + 576 = 0.
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This concludes the proof of (4.13) and completes the proof of Lemma 4.2.

4.3. Dynamics of the finite dimensional part

We obtain in this section the ODE satisfied by the finite dimensional part ε̂♮. We claim
the following.

Lemma 4.4 (Dynamics of the finite dimensional part ε̂♮). Let ε(s) ∈ SA(s), we have

(i) (Decomposition of Ẽ) The function Ẽ defined by (3.40) can be decomposed as

Ẽ(y, s) =
2ℓ−1∑

k=0,k ̸=ℓ

[
Êk − ε̂′k +

(
1− k

ℓ

)
ε̂k

]
φ2k(y) +

(
Êℓ − ε̂′ℓ −

2

s
ε̂ℓ
)
φ2ℓ + R̃(y, s), (4.14)

where Êk is introduced in (4.7) and satisfies the estimate (4.8),

∥R̃(s)∥L2
ρ
≲ s−3. (4.15)

(ii) (Dynamics of ε̂♮)

2ℓ−1∑
k=0,k ̸=ℓ

∣∣∣∣ε̂′k + (1− k

ℓ

)
ε̂k

∣∣∣∣ ≲ s−2,

∣∣∣∣ε̂′ℓ + 2

s
ε̂ℓ

∣∣∣∣ ≲ s−3. (4.16)

Proof. (i) From the definitions (3.40) and (3.31) of Ẽ and Ê, the decomposition (4.7) and
H 1

2ℓ
φ2k = −k

ℓφ2k, we have by

Ẽ(y, s) = Ê(y, s)− ∂sε̂♮ + (H 1
2ℓ
+ Id)ε̂♮ − P̃1y∂y ε̂♮ + P̃2ε̂♮ +NL(ε̂♮)

=
2ℓ−1∑
k=0

[
Êk − ε̂′k +

(
1− k

ℓ

)]
φ2k + R̂− P̃1y∂y ε̂♮ + P̃2ε̂♮ +NL(ε̂♮),

where NL(ε̂♮) = dε̂2♮ + yε̂♮∂y ε̂♮, P̃1 and P̃2 are defined by

P̃1 =
1

d
−Ψ, P̃2 = 2dΨ− 2 + ξ∂ξΨ.

From the expansion (3.27) of Ψ, we have the rough estimate

∀y ≥ 0, |P̃1(y, s)|+ |y∂yP̃1(y, s)|+ |P̃2(y, s)| ≲
⟨y⟩2ℓ

s
.

From the bootstrap bounds (3.41) and (3.42), we have

∀y ≥ 0, |ε̂♮(y, s)− ε̂ℓφ2ℓ| ≲
1

s2
⟨y⟩4ℓ−2, |ε̂♮(y, s)| ≲

log s

s2
⟨y⟩4ℓ−2.

Using these estimates, (4.8) and Cauchy-Schwarz inequality, we end up with

∥R̂− P̃1y∂y(ε̂♮(y, s)− ε̂ℓφ2ℓ) + P̃2(ε̂♮(y, s)− ε̂ℓφ2ℓ) +NL(ε̂♮)∥L2
ρ
≲ s−3. (4.17)

We claim the following:

⟨−P̃1y∂yφ2ℓ + P̃2φ2ℓ, φ2ℓ⟩ρ ε̂ℓ(s) = −2

s
ε̂ℓ(s) +O(s−4 log s). (4.18)

We recall from (3.27) the expansion Ψ(y, s) = 1
d − φ2ℓ

Bℓs
+O(s−2⟨y⟩2ℓ), and write (keep track

only terms of order O(s−1))

−P̃1y∂yφ2ℓ + P̃2φ2ℓ = − 2

Bℓs

(
dφ2

2ℓ + yφ2ℓ∂yφ2ℓ

)
+O(s−2⟨y⟩6ℓ).
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A direct computation (Matlab symbolic) yields

1

∥φ2ℓ∥2ρ
⟨dφ2

2ℓ + yφ2ℓ∂yφ2ℓ, φ2ℓ⟩ρ =

{
39360 if (d, ℓ) = (3, 3)
576 if (d, ℓ) = (4, 2)

≡ Bℓ,

which agrees with the formal computation given at page 10 where the constant Bℓ is the
projection of the nonlinear term (in the original setting) onto the eigenmode ϕ2ℓ. This proves
(4.18) and concludes the proof of (4.14).

(ii) We project the equation (3.37) onto the eigenmode φ2k and use the orthogonality (3.35)
to get

0 = ⟨−Ṽ1y∂y ε̃+ Ṽ2ε̃+NL(ε̃) + Ẽ, φ2k⟩ρ.
From (3.39), (3.27) and the bootstrap bounds (3.41), (3.42), we have the rough bound

∀y ≥ 0, |Ṽ1(y, s)|+ |y∂yṼ1(y, s)|+ |Ṽ2(y, s)| ≲
⟨y⟩4ℓ−2

s
.

We use Cauchy-Schwarz inequality, integration by parts and the fact that ρ is exponential
decay to estimate ∣∣⟨−Ṽ1y∂y ε̃+ Ṽ2ε̃, φ2k⟩ρ

∣∣ ≲ s−1∥ϵ̃(s)∥L2
ρ
.

For the nonlinear term, we use the relation ε̃ = ε̂− ε̂♮, the pointwise estimate (4.2) and the
bootstrap bounds (3.41), (3.42) to get

∀y ≥ 0, |ε̃(y, s)|+ |y∂y ε̃(y, s)| ≲ A6s−1− 3
2ℓ ⟨y⟩4ℓ−2.

Then, using Cauchy-Schwarz inequality and the exponential decay of ρ yields∣∣⟨NL(ε̃), φ2k⟩ρ
∣∣ ≲ A6s−1− 3

2ℓ ∥ε̃(s)∥L2
ρ
.

Putting all these estimates together with (4.14) and the bootstrap bound (3.43) yield (4.16)
and completes the proof of Lemma 4.4.

4.4. L2
ρ-estimate

We give the formulation to control L2
ρ of ε̃. The orthogonality (3.35), which provides the

spectral gap (3.36), plays a crucial role in the improvement of L2
ρ bootstrap estimate (3.43).

We claim the following.

Lemma 4.5 (Energy estimate in L2
ρ). Let A ≥ 1 and s ≥ s0 = s0(A) ≫ 1 and ε(s) ∈ SA(s),

there is δ > 0 such that
d

ds
∥ε̃∥2L2

ρ
≤ −1

2
∥ε̃∥2L2

ρ
+ Cs−6, (4.19)

where C is independent of A.

Proof. The proof is just a standard energy estimate in L2
ρ from the equation (3.37). We take

the scalar product of (3.37) with ε̃ in L2
ρ and use the spectral gap (3.36) to get

1

2

d

ds
∥ε̃∥2L2

ρ
≤ −∥ε̃∥2L2

ρ
+
∣∣∣⟨Ṽ ε̃+NL(ε̃) + Ẽ, ε̃⟩ρ

∣∣.
From the definition (3.38) of Ṽ and integration by part, we get∣∣∣⟨Ṽ ε̃, ε̃⟩ρ∣∣∣ = ∣∣∣− 1

2

∫ ∞

0
Ṽ1y∂y ε̃

2ρdy +

∫ ∞

0
Ṽ2ε̃

2ρdy
∣∣∣ ≲ ∫ ∞

0

(
|y∂yṼ1|+ ⟨y⟩2|Ṽ1|+ |Ṽ2|

)
ε̃2ρdy.



TYPE I-LOG SINGULARITY IN THE 3D AND 4D KELLER-SEGEL SYSTEM 25

From the definition (3.39) of Ṽ1 and Ṽ2, we have the rough bound

∀y ≥ 0, |y∂yṼ1|+ ⟨y⟩2|Ṽ1|+ |Ṽ2| ≲ s−1⟨y⟩C , (4.20)

for some constant C > 0. Let 0 < κ≪ 1 be a small constant such that

∀y ≤ sκ, s−1⟨y⟩C ≤ s−κ.

We also get from (4.2) and the definition (3.34) of ε̂♮ to have the pointwise bound

∀y ≥ 0, |ε̃(y, s)| ≲ |ε̂(y, s)|+ |ε̂♮(y, s)| ≲ A3s−1− 3
2ℓ ⟨y⟩C . (4.21)

By splitting the integral and using (4.20), (4.21), we obtain∣∣∣⟨Ṽ ε̃, ε̃⟩ρ∣∣∣ ≲ s−1

∫ sκ

0
⟨y⟩C ε̃2ρdy +A6s−3− 3

ℓ

∫ ∞

sκ
⟨y⟩Ce−

|y|2
2ℓ dy

≲ s−κ∥ε̃∥2L2
ρ
+A6e−ηs2κ ,

for some η > 0. Arguing in a similar way to estimate the nonlinear term by using (4.21) and
integration by parts, we obtain∣∣⟨NL(ε̃), ε̃⟩ρ∣∣ ≲ ∣∣∣ ∫ ∞

0
dε̃3ρdy +

1

3

∫ ∞

0
y∂y ε̃

3ρdy
∣∣∣ ≲ ∫ ∞

0
⟨y⟩2|ε̃|3ρdy

≲ A3s−1− 3
2ℓ

∫ sκ

0
⟨y⟩C |ε̃|2ρdy +A9s−3− 9

2ℓ

∫ ∞

sκ
⟨y⟩3C+d+1e−

|y|2
2ℓ dy

≲ A3s−κ∥ε̃∥2L2
ρ
+A9e−ηs2κ .

For the error term, we use the decomposition (4.14), the orthogonality (3.35), Cauchy-Schwarz
inequality and the estimate (4.15) to obtain∣∣⟨Ẽ, ε̃⟩ρ∣∣ = ∣∣⟨R̃, ε̃⟩ρ∣∣ ≤ 1

4
∥ε̃∥2L2

ρ
+ C∥R̃∥2L2

ρ
≤ 1

4
∥ε̃∥2L2

ρ
+ Cs−6.

Putting together all the estimates and take s0 = s0(A) ≫ 1 yields the desired formulation
and concludes the proof of Lemma 4.5.

4.5. Estimate for the intermediate region

We perform an energy estimate to control the solution in the intermediate region y ≲
s

1
2ℓ (ξ ≲ 1). We claim the following.

Lemma 4.6 (Energy estimate in the intermediate region). Let A ≥ 1 and s ≥ s0 = s0(A) ≫ 1
and ε(s) ∈ SA(s). We have

d

ds
∥ε̂(s)∥2♭ ≤ −δ∥ε̂(s)∥2♭ + Cs−2− 3

ℓ , (4.22)

d

ds
∥y∂y ε̂(s)∥2♭ ≤ −δ∥y∂y ε̂(s)∥2♭ + C

(
∥ε̂(s)∥2♭ + s−2− 3

ℓ
)
, (4.23)

d

ds
∥(y∂y)2ε̂(s)∥2♭ ≤ −δ∥(y∂y)2ε̂(s)∥2♭ + C

(
∥y∂y ε̂(s)∥2♭ + ∥ε̂(s)∥2♭ + s−2− 3

ℓ
)
, (4.24)

where δ > 0 and C = C(K) > 0 is independent of A.

Proof. We begin with (4.22). To ease the notation, we write in this proof

χK (y) = χ(y),

∫ ∞

0
□dy =

∫
□dy.



26 V. T. NGUYEN, N. NOUAILI, H. ZAAG

From the equation (3.29), we have

1

2

d

ds
∥ε̂(s)∥2♭ =

∫ (
1− χ

)(
H ε̂+ V̂ ε̂+NL(ε̂) + Ê

) ε̂

y4ℓ+3
dy.

We rewrite from the definition (3.9) of H and Ψ = Q+ Ψ̂,

H + V̂ = ∆d+2 +
(
Ψ− 1

2

)
y∂y +

(
2dΨ− 1 + y∂yΨ

)
.

We compute by integration by parts and use the fact that the compact support of ∂yχ and
∂2yχ is in (K, 2K),∫

(1− χ)
ε̂∆d+2ε̂

y4ℓ+3
dy ≤ −

∫
(1− χ)

|∂y ε̂|2

y4ℓ+3
dy + C

∫
ε̂2
( |∂yχ|
y4ℓ+4

+
|∂2yχ|
y4ℓ+3

)
dy + C

∫
ε̂2(1− χ)

y4ℓ+5
dy

≤ −
∫
(1− χ)

|∂y ε̂|2

y4ℓ+3
dy +

C

K4ℓ+3

∫ 2K

K
|ε̂|2dy + C

K2
∥ε̂∥2♭ .

Using the relation ε̂ = ε̃+ ε̂♮ and the bootstrap bounds in Definition 3.1, we obtain∫ 2K

K
|ε̂|2dy ≤ e

K2

ℓ

Kd+1
∥ε̂∥2L2

ρ
≤ e

K2

ℓ

Kd+1

(
∥ε̃∥2L2

ρ
+ ∥ε̂♮∥2L2

ρ

)
≤ e

K2

ℓ

Kd+1

(A6

s6
+
A4 log2 s

s4

)
≤ s−2− 3

ℓ . (4.25)

Using integration by parts , we derive∫
(1− χ)ε̂

y4ℓ+3

[(
Ψ− 1

2

)
y∂y ε̂+

(
2dΨ− 1 + y∂yΨ

)
ε̂

]
dy

= −
∫

(1− χ)ε̂2

y4ℓ+3

[
(2ℓ+ 1)

(1
2
−Ψ

)
− 1

2
y∂yΨ+ 1− 2dΨ

]
dy +

∫
ε̂2∂yχ

2y4ℓ+2
dy.

We now use the monotonicity of Q stated in (3.6) and the fact that ∥Ψ̂(s)∥∞ = O(s−
1
2ℓ ) to

have

∀y ≥ 0,
1

2
−Ψ(y, s) ≥ 1

2ℓ
− Cs−

1
2ℓ , Ψ(y, s) ≤ 1

d
+ Cs−

1
2ℓ , y∂yΨ(y, s) ≤ Cs−

1
2ℓ ,

hence,

∀y ≥ 0, (2ℓ+ 1)
(1
2
−Ψ

)
− 1

2
y∂yΨ+ 1− 2dΨ ≥ 2ℓ+ 1

2ℓ
− 1− Cs−

1
2ℓ =

1

2ℓ
− Cs−

1
2ℓ ≥ 1

4ℓ
.

The term with cutoff ∂yχ is simply estimated as in (4.25),∣∣∣ ∫ ε̂2∂yχ

2y4ℓ+2
dy
∣∣∣ ≲ K−4ℓ−2

∫ 2K

K
|ε̂|2dy ≲ s−2− 3

ℓ .

Hence, by taking K ≫ 1 large, the full linear term is estimate by∫
(1− χ)

ε̂(H + V̂)ε̂
y4ℓ+3

dy ≤ −
∫
(1− χ)

|∂y ε̂|2

y4ℓ+3
dy − 1

6ℓ
∥ε̂(s)∥2♭ + Cs−2− 3

ℓ . (4.26)

As for the nonlinear term, we estimate by using (4.3),∣∣∣ ∫ (1− χ)
ε̂NL(ε̂)

y4ℓ+3
dy
∣∣∣ = ∣∣∣ ∫ (1− χ)

ε̂2(dε̂+ y∂y ε̂)

y4ℓ+3
dy
∣∣∣

≤ (∥ε̂(s)∥∞ + ∥y∂y ε̂(s)∥∞)∥ε̂(s)∥2♭ ≲ A8s−
1
ℓ ∥ε̂(s)∥2♭ .
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For the error term, we use Cauchy-Schwarz inequality and (4.10),∫
(1− χ)

|ε̂||Ê|
y4ℓ+3

dy ≤ 1

8ℓ
∥ε̂(s)∥2♭ + C∥Ê∥2♭ ≤

1

8ℓ
∥ε̂(s)∥2♭ + Cs−2− 3

ℓ .

Collecting all the above bounds and taking K ≫ 1 and s0(A) ≫ 1, we end up with

1

2

d

ds
∥ε̂(s)∥2♭ ≤

(
− 1

6ℓ
+

1

8ℓ
+
CA8

s
1
ℓ

)
∥ε̂(s)∥2♭ + Cs−2− 3

ℓ ≤ −δ∥ε̂(s)∥2♭ + Cs−2− 3
ℓ ,

for some δ > 0, which concludes the proof of (4.22). The derivation of (4.23) and (4.24) is
similar as for (4.22). Indeed, the equations satisfied by

g1 = y∂y ε̂, g2 = y∂yg1,

have the same forms as for ε̂ with an extra commutator,

∂sg1 = (H + V̂)g1 + [y∂y,H + V̂]ε̂+ y∂y(NL(ε̂) + Ê),

∂sg2 = (H + V̂)g2 + [y∂y,H + V̂]g1 + y∂y([H + V̂, y∂y]ε̂) + (y∂y)
2(NL(ε̂) + Ê).

The linear part is estimated as in (4.26) that provides a dissipative term and a coercive

estimate with the constant − 1
6ℓ . The commutator term [y∂y,H + V̂]ε̂ is then controlled

either by the dissipation or by the norm ∥ε̂(s)∥2♭ , and similarly for the term [y∂y,H + V̂]g1.
The nonlinear term and the error term are estimated by integration by parts, Cauchy-Schwarz
inequality and the dissipation with the provided estimate (4.10) of the error term that we
omit the detail here. This concludes the proof of Lemma 4.6.

4.6. Estimate for the outer region

This section is devoted to the control of the remainder ε in the outer region y ≫ s
1
2ℓ (ξ ≫ 1)

based on the well-known semigroup properties of the Hermite operator Lη = ∆− ηz ·∇ with
η = 1

2 . Let χK be the cut-off function defined by (3.21) and recall the definition of εex,

εex(y, s) = ε(y, s)(1− χK (ξ)), ξ = ys−
1
2ℓ .

In what follows, we write without distinguishing

ε = ε(z, s) ≡ ε(y, s), εex = εex(z, s) ≡ εex(y, s), y = |z|, z ∈ Rd,

and notice that

z · ∇zε ≡ y∂yε, ∇ · (zε) = z · ∇ε+ dε ≡ y∂yε+ dε,

From (3.8), we have the equation satisfied by εex,

∂sε
ex =

(
Lη − Id

)
εex + F + Ebd, η =

1

2
, (4.27)

where

F =
(
1− χK

)[(
2y−2 +Q

)
y∂yε+ (2dQ+ y∂yQ)ε+NL(ε) + E

]
,

=
(
1− χK

)[
P1y∂yε+ P2ε+NL(ε) + E

]
=
(
1− χK

)
F̂ , (4.28)

Ebd =
(
− ∂sχK +∆χK − 1

2ℓ
y∂yχK

)
ε+ 2∂yχK∂yε. (4.29)

We restate some well-known semigroup properties of the Hermite operator Lη = ∆ − ηz.∇
acting on general functions (not necessary radially symmetric) defined from Rd to R
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Lemma 4.7 (Properties of the semigroup esLη). The kernel of the semigroup esHη is given
by

esLη(z, ξ) =
1

[2πη(1− e−s)]
d
2

exp
(
− η

2

|ze−s/2 − ξ|2

(1− e−s)

)
. (4.30)

The action of esLη on the function g : Rd → R is defined by

esLηg(z) =

∫
Rd

esLη(z, ξ)g(ξ)dξ.

We have the following properties:
(i)
∥∥esLηg

∥∥
∞ ≤ ∥g∥∞ for all g ∈ L∞(Rd).

(ii)
∥∥esLη∇g

∥∥
∞ ≤ C√

1−e−s
∥g∥∞ for all g ∈ L∞(Rd).

Proof. The formulation (4.30) can be verified by a direct check after a simple change of

variable, thanks to the fact that the function ρ0(z) = e−
η|z|2

2 satisfies ∆ρ0+ηz ·∇ρ0+dηρ0 = 0
for all z ∈ Rd. The estimates in (i)-(ii) are straightforward from (4.30).

Lemma 4.8 (Estimates in the outer region). For A ≥ 1 and s0 = s0(A) ≫ 1 and ε(s) ∈
SA(s), we have for all τ ∈ [s0, s],

j = 0, 1, ∥(y∂y)jεex(s)∥L∞ ≤ e−(s−τ)∥(y∂y)jεex(τ)∥L∞ +
C(K)A3+j

τ
1
ℓ

(1 + s− τ), (4.31)

and

∥yεex(s)∥L∞ ≤ e−(s−τ)∥yεex(τ)∥L∞ +
C(K)A3

τ
1
2ℓ

(1 + s− τ), (4.32)

Proof. We use Duhamel’s formula and item (i) of Lemma 4.7 to write from (4.27) for all
τ ∈ [s0, s],

∥εex(s)∥L∞ ≤ e−(s−τ)∥εex(τ)∥L∞ +

∫ s

τ
e−(s−s′)

(
∥F (s′)∥L∞ + ∥Ebd(s′)∥L∞

)
ds′,

Due to the the cut-off χK (ξ), the boundary term Ebd(ε) is located in the zone Ks
1
2ℓ ≤ y ≤

2Ks
1
2ℓ (K ≤ ξ ≤ 2K) and it is bounded by using the estimate from the intermediate region.

In particular, we have from (4.2) and the bootstrap bounds (3.41) and (3.42) the following
estimate for j = 0, 1,

K ≤ ξ ≤ 2K, |(y∂y)jε(y, s)| ≤ |(y∂y)j ε̂(y, s)|+ |(y∂y)j ε̂♮(y, s)| ≤ C(K)A3s−
1
ℓ .

Hence, from the definition (4.29), we obtain

∥Ebd(s)∥L∞ ≲ ∥ε(s)∥L∞(K≤ξ≤2K) + ∥y∂yε(s)∥L∞(K≤ξ≤2K) ≲ C(K)A3s−
1
ℓ .

For the term F , we use the decay of Q that is

∀y ≥ Ks
1
2ℓ , |Q(ξ)|+ |ξ∂ξQ(ξ)| ≲ ξ−2 ≲ K−2s−

1
ℓ ,

and from the definition (3.12) of NL(ε) and the bootstrap bound (3.45) and the bound (4.6),
we get

∥F∥L∞ ≲ s−
1
ℓ
(
∥εex∥L∞ + ∥y∂yεex∥L∞

)
+ ∥εex∥2L∞ + ∥εex∥L∞∥y∂yεex∥L∞ + ∥E∥L∞

≲ A9s−
2
ℓ + s−

1
ℓ ≲ s−

1
ℓ ,



TYPE I-LOG SINGULARITY IN THE 3D AND 4D KELLER-SEGEL SYSTEM 29

for s0(A) ≫ 1 so that A9s
− 1

ℓ
0 ≲ 1. We gather all these estimates and simply bound∫ s

τ e
−(s−s′)s′−

1
ℓ ds′ ≲ τ−

1
ℓ (1 + s− τ) to conclude the estimate (4.31) for j = 0.

The proof of (3.45) for the case j = 1 is similar as for j = 0 by using (ii) of Lemma 4.7. The
only difference is due to the extra commutator term in the equation satisfied by

gex = z · ∇εex ≡ y∂yε
ex,

which reads as

∂sg
ex =

(
Lη − Id

)
gex + [z · ∇,∆d+2]ε

ex + z · ∇(F + Ebd), (4.33)

where

[z · ∇,∆d+2]ε
ex = −2∆εex = −2∇ ·

(zgex
y2

)
.

Let
g = z · ∇ε ≡ y∂yε,

we write from the definition (4.28) of F ,

z · ∇F = −y∂yχK (F̂ + yP1g) + ∂y(yP1g(1− χK ))

+ (1− χK )
[
(y∂yP1 + P2 − yP1)g + y∂yP2ε+ E +NL(ε)

]
,

and from the definition (3.12) of NL,

(1− χK )y∂yNL(ε) = (1− χK )
[
(2d− 1)εg + g2

]
− y∂yχKεg + ∂y(yε

exg).

Hence,
z · ∇F = ∂y

(
yP1g(1− χK ) + yεexg) +G, (4.34)

where we can bound G in L∞ from the bootstrap estimates (3.45), the decay of Q, the
support of χK and its derivatives,

∥G(s)∥L∞ ≲ s−
1
ℓ , ∥yP1g(1− χK ) + yεexg)∥L∞ ≲ A9s−

3
2ℓ ≲ s−

1
ℓ .

Similar, we have

z · ∇Ebd = 2∂y(∂yχKg) +Gbd,

where Gbd and ∂yχKg have supports on {Ks
1
2ℓ ≤ y ≤ 2Ks

1
2ℓ } that can be bounded using the

estimate (4.2),

∥Gbd(s)∥L∞ + ∥∂yχKg∥L∞ ≲ A3s−
1
ℓ .

We now use the Duhamel’s formula applied to (4.33), Lemma 4.7 and (4.6) to get

∥gex(s)∥L∞ ≤ e−(s−τ)∥gex(τ)∥L∞ +

∫ s

τ

e−(s−s′)√
1− e−(s−s′)

[
∥y−1gex∥L∞ + ∥∂yχKg∥L∞ + ∥∂yχKg∥L∞

]
+

∫ s

τ
e−(s−s′)

[
∥G(s′)∥L∞ + ∥Gbd(s′)∥L∞ + ∥y∂yE(s′)∥L∞

]
ds′

≲ e−(s−τ)∥gex(τ)∥L∞ +A3

∫ s

τ

e−(s−s′)√
1− e−(s−s′)

(s′)−
1
ℓ ds′ +

∫ s

τ
e−(s−s′)(s′)−

1
ℓ ds′

≲ e−(s−τ)∥gex(τ)∥L∞ +A3τ−
1
ℓ (1 + s− τ).

This concludes the proof of (4.31) for j = 1. The estimate (4.32) for ∥yεex∥L∞ follows the

same proof as for (4.31), except that the bound on the error ∥yE(1− χK )∥L∞ ≲ s−
1
2ℓ . This

completes the proof of Lemma 4.8.
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4.7. Proof of Proposition 3.4 and Theorem 1.1

In this section we give the proof of Proposition 3.4 to complete the proof of Proposition
3.3. Theorem 1.1 is a direct consequence of Proposition 3.3.

Proof of Proposition 3.4. The basic idea is to improve the bootstrap estimates given in Defi-
nition 3.1, except for the first ℓ modes (ε̂k)0≤k≤ℓ−1. Regarding the constants, we fix them in
the following order: we fix K ≫ 1 a large constant independent of A, then A = A(K) ≫ 1,
then s0 = s0(A) ≫ 1. We recall from the assumption that

ε(s) ∈ SA(s) ∀s ∈ [s0, s1] and ε(s1) ∈ ∂SA(s1).

(i) (Improve bootstrap estimates) Let’s begin with ε̂ℓ and argue by contradiction that there
is s̄ ∈ [s0, s1] such that

|ε̂ℓ(s)| <
A2 log s

s2
∀s ∈ [s0, s̄), ε̂ℓ(s̄) = ±A

2 log s̄

s̄2
,

then, we have by equation (4.16) (consider that case ε̂(s̄) > 0, similar for the negative case)

−2A2 log s̄

s̄3
+
C

s̄3
ε̂′ℓ(s̄) ≥ A2 d

ds

A2 log s

s2

∣∣∣
s̄
=
A2

s̄3
− 2A2 log s̄

s̄3
,

which can not happen for A large enough. Therefore, ε̂ℓ(s) never touches its boundary,

|ε̂ℓ(s1)| <
A2 log s1

s21
.

As for the modes ε̂k with k = ℓ + 1, · · · , 2ℓ − 1, we integrate the ODE (4.16) forward in
time and use the fact that the eigenvalue is negative to conclude that ε̂k(s) can not touch its
boundary as well. The same way for ∥ε̃(s)∥L2

ρ
and ∥(y∂y)j ε̂∥♭ thanks to the energy estimates

derived in Lemmas 4.5 and (4.6). The improvement of ∥(y∂y)jεex∥L∞ and ∥yεex∥L∞ follows
from Lemma 4.8 by taking λ = logA≫ 1 and s0 ≥ λ such that for all τ ≥ s0 and s ∈ [τ, τ+λ],
we have

τ ≤ s ≤ τ + λ ≤ τ + s0 ≤ 2τ, hence,
1

2τ
≤ 1

s
≤ 1

τ
≤ 2

s
.

This give us the bound

C(K)A3+j

τ
1
ℓ

(1 + s− τ) ≲
C(K)A3+j logA

s
1
ℓ

<
A4+j

s
1
ℓ

,

for A large enough. This concludes that ε(s1) can only touch its boundary ∂SA(s1) at the
first ℓ modes (ε̂k)0≤k≤ℓ−1.
(ii) (Transverse crossing) The estimate (3.48) follows from a direct computation thanks to
(4.16),

1

2

d

ds

ℓ−1∑
k=0

ε̂2k(s1) =
ℓ−1∑
k=0

[
(1− k/ℓ)ε̂2(s1) +O(s−2|ε̂(s1)|)

]
≥ A4 − CA2

s41
> 0, (4.35)

for A large enough. This completes the proof of Proposition 3.4 as well as Proposition 3.3.

Proof of Theorem 1.1. (i) and (ii) follows from the definition of the shrinking set 3.1 and the
relation w = dv + y∂yv and ϕ2ℓ = dφ2ℓ + y∂yφ2ℓ. As for (iii), we use the same argument as
in Herrero-Velázquez [33] for the classical nonlinear heat equation (see also Bebernes-Bricher
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[1], Zaag [61], [26] for a similar approach), we only sketch the computation for the reader
convenience. We introduce the auxiliary function

g(x0, ξ, τ) = (T − t0)u(x, t), x = x0 + ξ
√
T − t0, t = t0 + τ(T − t0),

where t0 = t0(x0) is uniquely determined by

|x0| = K0

√
T − t0| log(T − t0)|

1
2ℓ , K0 ≫ 1.

We have the relation

log(T − t0) ∼ 2 log |x0|, T − t0 ∼
|x0|2

K2
0

(
2| log |x0||

) 1
ℓ

.

From (1.10), we have

u∗(x0) = lim
t→T

u(x, t) = (T − t0)
−1 lim

τ→1
g(x0, 0, τ) = (T − t0)

−1ĝK0(1).

We compute from (2.31),

ĝK0(1) = F (K0) ∼ (d− 2)c
− 1

ℓ
ℓ K−2

0 ,

which gives

u∗(x0) ∼ (d− 2)

(
2

cℓ

) 1
ℓ | log |x0||

1
ℓ

|x0|2
as |x0| → 0.

This completes the proof of Theorem 1.1.
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supercritiques. C. R. Acad. Sci. Paris Sér. I Math., 319(2):141–145, 1994. ISSN 0764-4442.

[38] D. Horstmann. From 1970 until present: the Keller-Segel model in chemotaxis and its consequences. I.
Jahresber. Deutsch. Math.-Verein., 105(3):103–165, 2003. ISSN 0012-0456.
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